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Abstract: To evaluate the system, we experiment on sports blogs and collect user’s feedbacks. This paper focuses Web 2.0 communication tool, generally a website maintained by an individual user or by a group of users with regular entries of commentaries, descriptions of events, videos, etc. In these approaches, significant intervals for each website are computed first (independently) and then the analysis is performed on significant intervals and frequent patterns. We concentrated on blogger search in blogs – in particular, who are the top authors for blogs of a particular topic. All blogs and their interconnections are collectively called the blogosphere. In this paper, a new graph structure known as blogger graph is proposed in the blogosphere based on the bloggers’ information. Results show that we can identify the top bloggers with a high precision.

INTRODUCTION

A lot of research has been done in the area of Web usage clustering, which directly or indirectly addresses the issues involved in data mining for extraction of web navigational patterns, ordering relationships, prediction of web surfing behavior, and clustering of web usage sessions based on web logs. Many research studies have looked at capturing users’ web access patterns and store them in log files for different purposes.

Some techniques of weblog data mining use cookies to identify site users and user sessions. Cookies play the role of markers that are used to tag and track site users automatically. Another approach to identify users is to use a remote agent, as described in, uses Java agents that is run on the client side in order to send back accurate usage information to the Web server. The major disadvantage of both techniques is that they rely on implicit user cooperation, which doesn’t exist in many cases. There is a constant conflict between the Web user’s desire for privacy and the Web provider’s desire for collecting information about the visitors. In fact many users disable the browser features that allow storage of cookies or Java agents, which makes such techniques impractical. We assume that user identification is not facilitated by the techniques described above.

Blogs

In this section, we discuss about a typical blog entry structure and important terminologies related to blog. A blog entry consists of contents, comments, trackback links, tags, author information, the posting time information, etc. The important terminology related to blogs is the following:

a. Blogger: Blogger is a person who maintains the blog and posts her entries on a blog.
b. Blog-roll: Every weblog contains a list of other weblogs that the author reads regularly. These lists are known as blog rolls.
c. Permalink: A permalink, or permanent link, is a URL that points to a specific blog post entry after it has passed from the front page to the archives. A permalink remains unchanged indefinitely.
d. Comment: A reader posts his own view to a specific post within the site. The comment systems are usually implemented as a chronologically ordered set of responses, i.e., the most recent comment is on the top.
e. Trackback Link: Trackback is an automatic communication that occurs when one blog references another blog entry. If both weblogs are enabled with trackback functionality then a reference from a post on weblog A to another post on weblog B will update the post on B to contain a back reference to the post on A. This automated referencing system gives authors and readers an awareness of who is discussing their content outside the comments on their site.

Blogosphere

All blogs and their interconnections are collectively called the blogosphere. Blogosphere implies that blogs exist together as a connected community or as a social network in which everyday authors can publish their opinions.

Blogosphere continues to grow considerably, in 2006 around 35 million blogs was there, while in year 2007 this number reached to around 72 million. In 2008, around 184 million new users have started a blog, 346 million users read blogs, and 77% of active Internet users read blogs and 120,000 blogs were created every day. The blogosphere growth.
Today blogs become more popular than news sites and any other internet information source. Blogosphere structure can be understood by Figure 1.2.

In blogosphere, blogs network can be classified mainly into two categories, post network and blog network.

a. In post network, nodes are individual blog posts and edges can be comment link, trackback link or any other link between these posts.

b. In blog network, nodes are blogs comprising of a number of posts, authors and topics. Edges in this graph are aggregated edges between posts.

Example of blog network and post network from a blogosphere is shown in Figure 1.2.

**BLOGGER GRAPH**

In a blogger graph there is two components namely blogger graph node and blogger graph edge.

a. Graph Node: In this graph an individual blogger is a graph node. This node contains much other information about the blogger like his age, gender, address, profile URL etc. This node also contains all the blog posts posted by the blogger.

b. Graph Edge: In blogger graph, edge between two nodes is the aggregated edges between the blog posts of these two blogger nodes.

An example of a blogger graph is shown in the Figure 2.1.

We aggregate the blogger information of post graph and build the blogger graph. In blogger graph a single node contains multiple blog posts. Edges in the blogger graph are the aggregated edges of post graph. So in our example, blogger graph (Figure2.3) contains 3 nodes and 4 edges and edge weights become the sum of the edge weights of corresponding post graph edges. So the average links per node for blogger graph is $4/3 = 1.33$. This blogger graph is denser than post graph. In this way we are able to produce a denser graph than post graph by using blogger information.
BLOG RANKING ALGORITHM

Most of the ranking algorithms those using the interconnected graph, depends on the density of graph [9]. But as already discussed that weblog graph is a sparse graph, so use of these web ranking algorithms give poor performance in the case of blogs. This is mainly due to the fact that bloggers usually write about their personal opinion on a topic without linking to the opinion of other bloggers. If some bloggers provide links then also these links generally point to some newspaper articles, videos etc. and not to weblog entries. So there is need for a new approach for ranking the blogs and already there has been done some work on rank algorithm for blogs, proposed a new approach for ranking of non interconnected documents by creating new links between documents based on their content similarity. They have generated new directed links based on the probability assigned by the language model induced from one document to the term sequence comprising another. This approach is mainly for non-hypertext documents, proposed a blog ranking method known as iRank. This method ranks the blogs based on how important they are for information propagation. This algorithm is based on inferred implicit structure of blogs. For implicit structure they have used some similarities between blogs mainly blog and link similarity, posting time similarity, text similarity. Algorithm assign high ranking to the blogs that serve as a source of information and later linked with many other blogs.

Ontology

Ontology [14] is an explicit specification of a shared conceptualization. An ontology is a description of the concepts within a domain and relationships that can exist between those concepts. So an ontology can be used to describe a domain. Ontologies describe individuals (instances), classes (concepts), attributes, and relations. An ontology has many important components, few of them are following:-

a. Instances or objects: An instance of an ontology is the basic(ground level) object of the ontology.

b. Class: A class in ontology is a group of objects those have identical properties. Classes can be organized into a hierarchy.

c. Attributes: An object or class has some properties, features, characteristics, or parameters known as attributes.

d. Relation: Relation is the ways in which one class can be related to other classes.

Clustered Algorithms

The main objective of the clustering algorithm is to group the similar objects in the same cluster. If two objects lie in the same cluster then the similarity between these two objects should be more than the similarity between the objects of two different clusters.

Clustering algorithm can be mainly divided into two main categories:-

a. Partition Algorithm: Partition clustering, divide the data set into a set of disjoint clusters.

b. Hierarchical Algorithm: Hierarchical clustering algorithm proceeds successively by either merging smaller clusters into larger ones, or by splitting larger clusters into smaller ones. Hierarchical clustering can be dividing into two groups- agglomerative and divisive. Agglomerative clustering is a bottom up approach while divisive clustering is a top down process.

Hungarian Algorithm

Hungarian algorithm is an algorithm to solve the assignment problem. The assignment problem, also known as the maximum weighted bipartite matching problem can be stated as follows:-

Assignment Problem: Given a set of n workers, a set of n jobs, and a set of ratings indicating how well each worker can perform each job, determine the best possible assignment of workers to jobs, such that the total rating is maximized and every worker has been assigned exactly one job. More generally, given a bipartite graph made up of two
partitions V and U, and a set of weighted edges E between the two partitions, the problem requires the selection of a subset of the edges with a maximum sum of weights such that each node \( v_i \in V \) or \( u_i \in U \) is connected to at most one edge.

**PROPOSED SYSTEM**

Crawling Blog is a very different process than web crawling although blog is a subset of web. Because blogs are dynamic in nature so most of the blog storage services provide the Really Simple Syndication (RSS) feed of all the stored blogs.

An RSS document may contain full or summarized text of the blog content, plus blog metadata. From this metadata we got the information about publishing date, author name, author profile, etc. RSS feed provides lots of benefits for both publishers and readers. A blog publisher can syndicate the content automatically and a reader can subscribe for timely updates from favored websites or for aggregate feeds from many sites into one place. In web crawling we have to follow the outlinks present on that page but in case of blogs there is no need to follow the outlinks. There are some services like blog.gs and weblog.com that maintain a list of updated blogs.

So, in case of blogs crawler we do not need to parse the HTML for getting outlinks information. Instead we fetched the updated blogs list and parsed this list using RSS XML parser. We used the weblogs.com to get the list of updated blogs. It provides two types of list of updated blogs URLs, one is last one hour updated blogs and other is last 15 minutes updated blogs.

To calculate dissimilarity between two blog posts we used the keywords extracted from the blog posts and the ontology. We first calculated the dissimilarity between each keyword pair of the two documents and used this for calculating the dissimilarity between the documents.

**RESULT**

**Data set:** We worked in sports category blogs. For blog data we manually downloaded the blogs for cricket, tennis, football from different blog sites. A total of 1645 blogs were downloaded for these three categories. Details of these blogs is shown in Table 5.1

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Blogs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cricket</td>
<td>595</td>
</tr>
<tr>
<td>Tennis</td>
<td>450</td>
</tr>
<tr>
<td>Football</td>
<td>600</td>
</tr>
</tbody>
</table>

**Clustering Results**

We applied K-Means and PDDP clustering algorithm on the blog data. To measure the quality of a cluster we used the purity measurement. Purity of a cluster is defined as the
fraction of blogs belonging to the dominant category in that cluster.

\[ Purity(c_i) = \frac{\max_j(|c_i|_{\text{class}=j})}{|c_i|} \]

where Purity \((c_i)\) is the purity of a cluster \(i\). \((|c_i|_{\text{class}=j})\) denote number of items of class \(j\) assigned to cluster \(i\). \(|c_i|\) is size of cluster \(i\).

For K-Means clustering we used randomly selected centroid points to initialize the algorithm. Since we have three types of ontology the dissimilarity function value is more than the experiment is shown in Table 5.3.

Table II Purity of K-Means Clustering

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Cricket Purity</th>
<th>Tennis Purity</th>
<th>Football Purity</th>
<th>Average Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84.44</td>
<td>70.15</td>
<td>81.25</td>
<td>78.61</td>
</tr>
<tr>
<td>2</td>
<td>83.25</td>
<td>72.39</td>
<td>79.86</td>
<td>78.5</td>
</tr>
<tr>
<td>3</td>
<td>81.96</td>
<td>73.43</td>
<td>80.95</td>
<td>78.78</td>
</tr>
<tr>
<td>4</td>
<td>80.64</td>
<td>71.42</td>
<td>83.46</td>
<td>78.51</td>
</tr>
<tr>
<td>5</td>
<td>85.43</td>
<td>70.15</td>
<td>78.72</td>
<td>78.1</td>
</tr>
</tbody>
</table>

Confusion matrix for one of the K-Means clustering experiment is shown in Table 5.3.

Table III Confusion Matrix for K-Means Clustering

<table>
<thead>
<tr>
<th>Cluster Number</th>
<th>Cricket</th>
<th>Tennis</th>
<th>Football</th>
<th>Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76</td>
<td>4</td>
<td>10</td>
<td>84.44</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>80</td>
<td>12</td>
<td>70.15</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>16</td>
<td>78</td>
<td>81.25</td>
</tr>
</tbody>
</table>

Because in this case penalty score was assigned. In the last case when both the keywords were not present in the ontology the dissimilarity function value is more than the first three cases i.e. both the keywords are highly dissimilar.

Table IV Dissimilarity Function Value for Different Keyword Pairs

<table>
<thead>
<tr>
<th>Keyword 1</th>
<th>Keyword 2</th>
<th>Dissimilarity Function Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sachin Tendulkar (Y)</td>
<td>Rahul Dravid (Y)</td>
<td>2</td>
</tr>
<tr>
<td>Sachin Tendulkar (Y)</td>
<td>Sania Mirza (Y)</td>
<td>14</td>
</tr>
<tr>
<td>Sachin Tendulkar (Y)</td>
<td>Sonia Gandhi (N)</td>
<td>31</td>
</tr>
<tr>
<td>Aamir Khan (N)</td>
<td>Sonia Gandhi (N)</td>
<td>62</td>
</tr>
</tbody>
</table>

CONCLUSION AND FUTURE WORK

In this thesis, we have proposed a framework for author search in blogs. Web search algorithms don’t perform well in case of blogs because of sparseness of blog graph. In our work, we proposed a new graph structure in blogs named as blogger graph. For building this graph we used the blogger information that is available in every blog post. This graph is denser then the post graph. To make the graph further denser we used the semantic similarity between the posts. We calculated semantic similarity between the blog posts using the ontology. Then we added the new edges in the graph based on the semantic similarity. Then we applied the PageRank algorithm on this modified graph. To evaluate the system, we experimented on sports blogs and collected users feedback. The results are encouraging from our experiments.

For future work we have the following suggestions
a. Our dataset size was very small because we downloaded the blogs manually for sports category. The automated system we have implemented for data collection needs lots of improvement. We got lots of noise and spam data from that system. So work can be done to improve the data collection stage.

b. We build the ontology manually for sports category. There is lots of research is going on in field of automatic ontology building from the text corpus.

c. In our experiments, we used the different threshold values for adding the edge in the blogger graph and find out the best result for high values of k. Due to small size of our dataset the value of threshold is not best tuned. So experiments need to be done on a larger dataset and parameters need to be best tuned.

d. We only used content similarity score for adding edges in the blogger graph. The system can be improved by using the other links like comment links, links between posts. There can be other attributes of similarity between posts like posting time similarity, writing style similarity. These attributes can also be used for calculating similarity between the posts.

e. This system can also be used for community finding in blogs. The blogger graph structure can be used for finding out the similar interest bloggers and then find out the communities based on interest similarity.
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